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FOR W C)Rf

The Electronic Seciritv Command, like other government agencies,

is studving the potential applications of artificial intelligence (Al).

Oup- initial looK at -X research indicated that we should first pursue

an in-depth review of the state of %I development. A~s part of that

study we tasked our Command-soonsored Research Fellow at -ir Jniversitv

for lq94-R5, Col "at ,'. Clifton, to prepare an introductory handbook on

NI. We believe it essential that senior members of our staff become

morp familiar with AIIs rapidly evolving technology. A rtificial

intelligence has become a popular "buzzword" among those working with

,omputer support svste-ns. It is a complex subicct offering potential

capabilities that are not clearly understood. What this study provides

is an introduction to artificial intelligence for senior civilian and

military leaders. It should helo clear away some of the promotional

"hype" that clouds what Al reqalv can and can't do. This project was

completed in coordination with Air University's new Center for Aerospace

Doctrine, Research, and Education (CkTRE). We at ESC believe CADRE will

continue to provide critical siipoort to our future operational needs.

/'-I B. MXM- Ak

/ai Gen, USXF
nCommader

Electronic Security Command
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-\'tifwii iteii~ece(ArI )may he one of the most promising and

" ir~~'P~C)'itc-chnolocr-ios ovol vin17 today. Trhe torvm artificial intelli-

01 t(-~ -rinot(es supcr-him-i! -,omniTrrs, mysterioiis black boxes, arnd

~~uuicl izqrds. In faot. dire l2opimnt!% in -NI cnre hased on almost

1o c"W'- of delibecrate rsah. Wit'n the advent of thf- first

~-:non-''i~ 'uatrgmaehin(eY, in the -'ad - 19~40, Al pioneers realized

-~P', no 'muh- m'TIl' to- -n1,9njol te -vwniolb and eoncepts, as'.well

as umer!i(2:1 Vai ie The( searoh for 'intel lig ntl systems, vvs on.

si un i r t'"m)tr~ ~' talirht 't, ,)Iav -ames such as chec!kers arid

s ca r oh -)r C, (T r p , to otlier tvy ., f problem solving. syste-ms.

~ ~:~-on- -ise Xltcnq~~ it- language translations weesuvh

fai oeshowevor, thait MX research in general suffered. In the late

~rvuti(-, r'v -omipuiter hrcQ'sr-v-ivedl interesT in -XI. New verv

~ar~rscleintegrated (VL[SI) c-hips, for example, providled the memnorv

-1pacitv rtece-,arv for sucecessful XI applications. Roth government

arid commnercial orgranizations began renewed efforts to exploit the new

p r (,,r.i S ( I. In 1991, the .Japanese annouinced their intention of

~ili~ a whole new fifth generation( of comnputers featuring NI

tehnloy:anfi other countries, rushed to launch their own fifth

ge-(nora:tion iorciects. Controllingr informnation and or knowledge, it has

jeer ordicedwill bre a key to future national survival. Information

'.V;11 ecm a c Oin--ditv in andl of itself. The nation that first builds

aInd - "ucissulv applies the capabilities of 'intelligent' or super

.c~~it~swill have trPrnrdou,.r'ooru and T-olitieiiq leverage.



'F'.,s handb~ook tricps the de-veIlp-ient of IrtifiCiql intelligernce and

discusses current anid fiitiire applications. The concluding chapter alSo

contqinis roco'ii-nde-l se),f'or rr-ani7.atiOn-, to followv to) slicucvsf'illv
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C1 APTER 1

9ACK'3R017N1 INFORMATION

Introduction

Artificial intelligence (Ml) is considered by many to be one of the

key tcchnolngical innovations that will continue to shape the trans-

formnation of oujr society into the next centurv. We have moved steadily

from an industrially based economy to one that is dominated by the

creation and processing of information. The largest US manufacturing

industrv is now newspaper ouhlishing, and the largest organization in

the world in terms of enplovees is the qell ,Svstem.1 Computer systems

havc clearly become a dominatinl feature of our cornplex society.

Science fiction movies such as 2001 and War Games create the illusion

that super smart computers may soon take over the world. Dlespite almost

30 vear- of research, practical intelligent systems are still in their

infancy. A -reat deal of work must yet be accomplished if Ml systems

nre to become commonplace. It is this ambiguity over the state of

computer development that makes it difficult to separate fact from

fiction.

Xrtificial intelligence is not clearly understood'. There appears

to he confusion over what Al is and what sort of functions it will be

able to perform or support. The popular literature on Ul is repleat

with promises of spectacular feats waiting in the wings. Only in the

s-nall print do we see that additional technological improvements must be

accomplished first. Part of the mystique surrounding AT is that most

people see it as a very complex, highly technical field of study. And

-NI vstems are sonhisticated. One need not be a computer scientist,

I



h,-w1' y"VC, to make i t'lliert dccisioris about how to use and applv A1

t.tfr,'(tivelv. The fir,3t -,tep any individual or organization should take

, to become- gener:illv familiar with -XI--its potential and limitations.

U'hi handbook i , offpred a a ,tartingr point. It is intended as an

1rt -((i~ction to a verv eompie\ subject. larV of the articles on NI are

o -chniu-al document- diffici,,t for the lavman to understand. I have

, t Cpted to prvide a st rA;dtforward discussion. . , rtificial

i,, Illicercc does appe r to have tremendous possibilities for the

lltaPV. This handbook is desiyned to help the reader determine how to

: n.i, to 11sc this ,e v techrnlrv.

D efinitions

1s %I a field of scientific research, a technology, an advanced

.,,utcr .,vste-m, or what? Part of the uncertainty about AT is that

.', n r. simple and ujniversallv accepted definition. One must be

,.ful ir, ditcussin -AI, for the fram-e of reference of the discussant

,itermines what -%I mav -noa. I have, therefore, included several

-vorking concepts of MI. You wvill note that some speak of N.I as a field

.f cOmlpulter acienc- ,vhi'e others approach the subject as a working

ttcn. In all of these -lefinitional ,jis,-ussions. it is important to

r, ;,ie that 'intelliencr' refers to the power or act of understanding.

\rtiticial intelligence does not refer to facts or information about a

rpotential adversary. \%ror 13ar," and Edward Fiegenbaum's book The

![Ar,dbook of -rtificial Intelligence is hecoming the standard reference

, fo;r r o \I reseircll. Perhaps thpir definition is the one we should

'.< :t firt.



Artificial intelligence is that part of computer science
concerned with designing intelligent computer systems; that
is, computer systems that exhibit the characteristics we
associate with intelligence in human behavior--understandino
language, learning, reasoning, solving problems, and so on.2

Patrick Winston, in his popular introductory textbook on Al, states

that "Al is the study of ideas which enable computers to do the things

that make people seem intelligent." ' 3 In trying to define Al, Winston

and others find themselves making frequent references to man's ability

to think and act intelligently. Winston goes on to say:

NI excites people who want to uncover principles that apply
to all intelligent information processors, not just those that
happen to be made of wet nervous tissue instead of dry
electronic gadgetry. Consequently, there is neither an
obsession with mimicking human intelligence nor a prejudice
against using methods that seem involved in human
intelligence. '

Others see XI not so much a revolutionary change as an evolution

in computer technology. They argue that while one goal is to make

computer svstems 'smarter,' they do not necessarily have to replicate

the human thought process. "AI is the use of the computer to perform

tasks that currently require human intelligence. Al is not a

computerized re-creation of thought. This distinction between thinking

like a human and performing tasks like a human is the key to under-

standing Ul's future opportunities and limitations." 5 Those that see Al

as an improved computer tool feel that the term 'artificial intelligence'

nay be misleading. It conjures up images of an electronic Frankenstein.

They argue, instead, thqt AI is merely a tool to extend the capabilities

of machines. And men have been searching for ways to replicate and

expand their physical and mental powers throughout history.

3



Origins of Ul

The development of weapons and mechanical tools was simply a

manifestation of man's desire to extend his own capabilities. That goal

has long existed in the area of mental powers as well. Mechanical

adding machines were developed as early as 1642 bv Pascal. In the last

century, Charles Bahhage designed an 'analytical engine' that was to

operate using punched cards. While his design was sound (punched card,

were eventually used in calculating machines), engineering difficulties

precluded successful completion of the project. Mechanical calculating

machines eventuallv ov-rcame the problems that,-topped lBabbage, however,

and were in widespread use by the 6tart of WW 11. These machines were

used to enable man to manipulate numbers at ever increasing speeds. In

1946, an electronic calculating machine (ENIAC) was developed to help

calculate ballistics information. It was with the development of ENIkC

that artificial intelligence research was born.

Artificial intelligence pioneers such as, Herbert Simon and Alan

Newell of Carnegie-Mellon University, Mlarvin MinskV of the Massachusetts

Institute of Technology, and John McCarthy of Stanford realized that if

computers could manipulate symbols for numbers they could also

meaningfully manipulate the symbols for words, musical notes, or any

other complex notion. 6 Thc work of these original AI researchers did

not go unnoticed.

Popular magazines such as Life, Time, and Atlantic Monthly began

printing stories on the new computer age in general and "thinking

machines" in particular. Predictions were made about machines that one

would be able to converse with in ordinary English and not have to know

4



what went on inside the machine. These new marvels would be able to

complete compleK computations exceedingly fast and never mnake mistakes.

S1961 Life magazine article entitled "Machines are Taking Over" stated

that computers were slo-slv replacing man in many endeavors but that man

could always "reach down and pull the plug." 7 Sales executives at IBM

were afraid that their computers would be pvcriologically threatening

and that customaers would refuse to buy them. Ads were developed to show

that computers were really pretty dumb after all. 8

The mainstrean of computer development during these early years

dealt with straightforoiard number or data manipulation. -I pioneers,

however, struggled with the concept of creating machines that could

demGnstrate rensoning and learning capabilities. Early projects

centered on games such as checkers or chess. If a machine could be made

to play chess; reasonably well, it was argued, then machines could be

considered intelligent. While advocates of artificial intelligence

began researching 'smart' systems, others were already claiming that

machines were not like humans and could never be made to 'think.'

Can machines think? No present models for understanding knowledge,

how the mind works, etc., suffice to even attempt to answer this

question. This introductory handbook will not attempt to dwell on a

point that may be moot anyway. But it should be helpful to discuss the

basic arguments surrounding this debate. Perhaps it will help remove

some of the mystiqlue that envelops ALI. Hopefully it will also provide a

common basis for appreciating the use of terms such as 'intelligent

machine' or 'smart systems.'

. ... . ,,,,, mnnnnmluunmmmnnnmnllumnmnmn nnm fue ~ in in



Those who said machines could be made to demonstrate human-like

intelligence developed the theory of the "Turing Test" to prove their

point. In this test, an interrogator would be separated from the person

or machine being interrogated and could communicate only by teletype.

If the interrogator could not tell whether he or she was communicating

with a person or machine, then a machine could be said to think. (4,.M.

Turing was a British Al pioneer). 9

A number of M1 researchers believe that machines do perform

thinking functions. The fact that computers can't write like

Shakespeare, they argue, doesn't mean they aren't intelligent. Very few

humans are that creative. Does this mean the rest of humanity doesn't

think either? Artificial intelligence, they stress, will "extend those

human capacities we value most--properties we sum up as our intelligence

or our reason; the thinking machine would amplify these qualities as

other machines have amplified other capacities of our body."' 0 The crux

of the debate over 'thinking machines' comes down to perceptions and

definitions of intelligence or intelligent behavior.

Those who do not believe machines can or ever will think argue that

it is impossible to replicate the human mind in a mechanical device.

Computers are not innovative; they can only do what they are programmed

to perform. Humans approach problem solving from a holistic sense of

the world. That is, they use all their senses, knowledge, and heuristic

abilities to think and respond. Computers could never achieve this

level of awareness. The following is a summary of the primary arguments

against the concept of thinking machines:

6



. . . intelligence is an exclusive human propel-tv; for reasons
of divine origin or biological accident. Human beings are the
only creatures on the planet who have or will ever have
genuin- intelliicnce . . . machines can't hc said to think
because intelligence requires creativity or originality, and
no machine has been or can be creative and original.
Given that co'nputersl might he capable of intelligent behavior
ouight se to puirtsue the po ,ti-flity" Can we fore.:ee the outcome
of _kuch an awc),Tne step ° 1

'
4

A leading critic of the notion that machines -ould think is Hubert

I.. rlreyfus. lie attacks what he believes to be the exaggerated claims of

the Ml researchers. Lie argues, that human intelligence is unique and

that the general miainderstanding about kl is a rz'sult of researcher,; in

A , stating that thinki rg machine- ir4, eaiy here or just around the

corner. 1 2 Dreyfus beiieve ; that Pffort:. to !reate thinking machines are

doomed to failure because information filies (which replicate the human

holistic view of things) would become overwhelming. Dreyfus compares Al

research to a man climbing a tree to vet f-, the moon. Progress is .made

in the early going, but it quickly gets harder and finally peters out in

the upper branches. 1 3  One of the most telling points the critics of

'thinking machines' make is the difficulty of giving computers coimmon

sense. This is a formidable problem that does not appear close to

solution; but the nonbelievers have not weakened the faith of Al

experts such as Patrick Winston. He stated the case in this way: "Of

course to believe in human superiority is a tradition. Once our

intelligence was unchallenged, yet ;omeday computer, may laugh at us and

wonder if biological information processors could be really smart." ' 1 4

Conventional Computers

To understand how Al systems work, let us fir ,t briefly review a

few fundamentals about conventional computers. Computers, in general,

7



are Jevices that accept and manipulate data in a sequence ordered by

sone prearranged program. These operations result in some further

action or output. Computer, that perform these operations are generally

divided into two basic types--analog and digital. knalog computers

operate on a constant but varying input (like an automobile speedometer)

while dligital computers operate on inputs that are eithet on-off or

incrementally stepped quantities represented by numerical digits. 1 5 Ni

systems generally employ digital computers, so let's quickly review how

they work.

qasic Computer Operations

Digital computers have three main parts or subsystems: Input!

output, memory, and central processing unit (CPU). 'he input/output

device (keyboard, monitor, printer, etc.) provides the means to enter

programs and to display results. Programs and instructions are stored

in the second basic component, the memory module. Interim results,

computations and data are also stored in me-nory until they are needed

for further operations. Memory modules may also use storage devices

such as magnetic tape or discs. The key component of a conventional

computer, the central processing unit or CPU, processes the programs or

instructions in the memory nodule and executes the required operations.

It controls the entire operation. 1 6

MlI conventional computers, from the first generation machines built

in the late 1940- and early 1950s through the current fourth generation

systems, are essentially the same in design and operation. Generational

dividing lines came about as a result of several changes in hardware

technology, software developments, and operational techniques. 'irst



generation machines. for example, used vacuum tubes, created a great

deal of heat, and were very large. Second generation machines featured

transistors which reduced both size and heat problems. Integrated

circuit computers introduced the third generation, and very large-scale

integrrated (VLSI) computert , initiatedl yet a fourth generation. Edward

Fiegenbaum, a leading Al eKpert, believes that we are currently at the

end of the third generation and that fourth generation VLSI (computers)

will dominate the 1980s.17

Conventional computers built during all four generations follow an

operational design known as the Von Neumann process. (John Von Neumann

was a computer pioneer and mathematician.) This means that computer

programs are processed s-erially in a step-by-step operation. Each step

the computer takes is spelled out in a detailed program. It can only do

what it is instructed to do. X conventional computer receives data,

perfor n, simple arithmetic, and produces answers consisting of

indiviial dligits. Special programs in the computer can convert these

individual digits to alphabetic characters. 1 8 Conventional computers,

then, follow rigidly formatted programs, completing one process at a

time: but technological improvements have enabled conventional computers

to perform these task, at remarkable speeds. Artificial intelligence

computerz -)perate in a fundamentally different fashion.

NI Computer Systems

Artificial intelligence systems differ in both their hardware and

operational programs. Al computcrs are built to manipulate symbols

9



at~ r~a nim valuie- Some of these'rchnc are construicted to

111ilite M programmning, languiages; such at; LISP (List Processing

* i iae ) LSP wa Aeveloped by John Mlc(7arthv in 1957 for the expres-;

* r' rv f handlir! ! n mpl z &pt and syvmbol -nanipiilatioi-t Th e-c

j I. C - Tuter,, ar- Tiade p'rimarily hv thr-ee_ cornpanie,. Symbolics.

* . f (?a'ririd( 1eacnet..Ls ac n, Inc. , of Cuilver City,

and Xrrwx Electr<; Optical Svt~tems- of Pa.-adena, California.

r~tti vp V-,,,k ;tt N I ,v-.te iin arid conventional cornp,,ut,7re Shoild

vthe t vo ~~sesdiffer.

~entinal cmputEr ad A.1 sytste n, hvve a nutmber of' Ai"nificant

1;t-TT-,-_- in the wvV they :o)c rate. You will recall that conventional

t o - use i o ( rimnarilv niumeric_ operations . following very precise

- . direction- . That it, to solve problems-, they follow

-i il.1orithrriie nutrrs. 'ea~ of the way inforiation and

~trct~ns re s~trliotlred., it can he difficult to modify or change a

,)rog-rarn. Conventional comnputer programS are designed to provide

>')L'jiu swers, to a -,i',en problemn. They are not designed to guess.

it rather to provide --ol')utions previc t1iIv calculated and stored some-

wher, in the comnputer'!: mnemory. It was, this; inflexibility that led AlI

rT-,earcher .. to lesifn machines; that could simulate human performance.

%rtificial intelligence systeriim are primarily symbolic processors:.

11ather than following a predefined algorithm, the A\l program can more

le~ily sort througth its s-tored memnory to determine what procedures to

foll , . In this Rppr'oach to problemn sol:ving, solution steps are implied



3ut not specifically spelled out. The ability of Al syste-ns to use

'heuristics' instead of just algorithms gives them their most unique

characteristic. Heuristics have been called the art of good guessing.

Heuristic. enable us (or machines) to recognize promising approaches to

solving problens, to break problenS down into smaller problems, to

overcome incomplete information, and to make educated guesses. 1 9 It is

this flexibility that enables Al systens to develop 'satisfactory'

answers that may not be precisely correct but are acceptable. knother

important aspect of this flexibility is the Al system's ability to

'explain' why certain decisions were made. In an Al system, the

structure of the components allows the program to be more easily

modified and the knowledge base updated. The table below provides a

comparison of conventional and Al systems.

Table 1
.1-Conventional System Comparison

(From An Overview of krtificial Intelligence and Robotics,
NASA Technical Memorandum 85836)

rtificial Intelligence Conventional Computer Programming

" Primarily symbolic processes * Often primarily numeric

" Heuristic search * Algorithmic (solution steps
(solution steps implicit) explicit)

" Control structure usually * Information and control integrated
';eparate from domain knowledge together

" Usually easy to modify, * Difficult to modify
update and enlarge

" Some incorrect answers often 9 Correct answers required
tolerable

" Satisfactory answers usually e Best possible solution usually
acceptable sought

11



Al Research Progress

Artificial intelligeree research progressed significantly in it,

first three decades. It has grown fron a part-time pursuit of a few

individuals on the fringes of corputer science to a full-fledged field of

ttudy. Al researchert: now hold international conferences, publish

several journals, and collect a sizable share of Defense Department

contract money. 21T work has moved rapidly fron isolated university

laboratories to a nunber of commercial ventures. Ns AI research work

matured, some of the early goals were ,nodified.

An early goal of :U was to recreate hiinan thought process-tP " with

machines. Many of the Al pioneers s-pent a lot of time studying the

human cognitive process and then tried to build programs that could act

in a similar manner. This task quickly grew too enormous for all but

the most simple programs. More recent research has concentrated on

solving specific problemns. Leading AX experts such as Edward A.

Fiegenbaum now say trat "it is not critical whether the methods mimic

the internal structure of human behavior."2 0  In the early years of AI

research, too many pronises were made for near-terr major breakthroughs.

When these goals were not realized, NI went through a period (the 1960s

and early 1970s) of disenchantment. Recent technological developments,

such as VLSI chips, have given new life to ML research. %bre Xl tools,

such as symbolic processors, are available to help design new

'intelligent' system-,.

Fron the formative years, through the lean times and into the

present period of popularity, one agency almost single-handedly ensured

NJ's survival. The Defen%,e Advanced Research Projects Agency (DARPA)

12



upported AI research through two decade. of important (and highly

riskv) rezearch efforts. DAfRPN't steadv support enabled Al to develop

the fiindamental knowledge and tool- that are finally delivering the

long-promised 'intelligent In' In the next chapter, we will

discuss some of those syltens and their potential value to the military.
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CHAPTER 2

.ARTIFICIAL IN1ELLIGE-C1E APPLICri)IN

Xft'" nearly three decades of -X research, four major areas of

application have onerged--Expert Systems, Natural Language, Vision

Systems, and Robotics. These areas present special, and sometimes

extremely difficult, problems to overcome. Progress, as a result, has

not been equal across the board. Expert systems and natural language

application appear to offer the most immediate possibilities for

military application. They will be discussed in some detail while

Vision and Robotics will be mentioned only briefly. Artificial

intelligence research was initiated to extend the use of man's mental

powers through the use of computer systems. Tt is therefore not

surprising that the most mature area of NI research and application is

the so-called Expert System.

§5p rt Systens

Expert or knowledge base systems resulted from the initial AI

effort to develop computer assisted problem solving systems. AT

advocates believed that computer systems could imitate intelligent human

behavior. They felt confident that computer systems would be capable of

solving the mos:t coMlex problems. Xl one had to do was build a

comprehensive data or knowledge base and teach the computer how to sort

through the facts and come up with an acceptable answer. The first

'probln ' that were tackled were games such as checkers and chess. It

was assined that if conputers could be taught to solve gaming problems,
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then _ther 'problens 1 could be solved. Researchers soon discovered that

limiting the scope of a probie n through effective search techniques was

tie key tu building an 'intelligent' systen. I pioneers also

disI-covere1 that the Imairi or "world" that was being investigated had to

m-, limnited for a svtten to pr,,vide acceptable result-,. A great deal of

re are effort in tie I and l-Ots was invested in atte 11pting to

m vc:loo 'nsU effective -earen techniques. qetearchers also began to

tc)JU5 ort the data within the knowledge bas;e of the computer. They

P ,:aliz,:d that by carefillv representing and limiting the do;,main of

knoa'leJge contaired in the comnputer's knowledg- base, they could make it

easier to extract acceptable ansr,er. for a given problen. Edwarl

Fieg-enhaum describe.- an expert ;ystem as follows:

n "expert sys;ten" i; an intelligent computer program that
uses knowledge ar.d inference procedures to :solve proble.ns
that are difficult enough to require significant human
expertise for their solution. The knowledge necessary to
perfor-i at :such a level, plus the inference procedures used,
can be thought of as model (A the expertise of the best
practitioners -,L the field. 1

Expert .syvsten._ are int4'nded to provide a method of codifying

•tain human capahilitie2 in an intelligent computer sVste-. They are

tc not only 'magnify' human nental abilitieL, but perform tasks with an

waerring tirele-snets . while serving as 'intelligent' advi;ors or

.,r..1ltants. Most expert ;ystems are constructed similarly, and most

,. -inilar search techniques. There are, however, no specific models

Ca,' de.gn ing an expert systen.

Jstem Components

-rt I-V's-temr components differ fron those of a conventional

:itcr. The basics tricture consists )f four primary parts: an
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interface device, an inference engine, a knowledge base, and a memory

section (see fig. 1).

The interface device provides the user with a method of 'talking

to' or instructing the system about what needs to be accomplished. It

also provides the means to determine results through a video screen,

printer, or other output device. Efforts to give the interface

component the ability to converse in a 'natural' language are receiving

increased emphasis. (Natural language usage will be discussed later in

this chapter.)

The inference engine is the critical component in an expert system.

It provides the control structure for sorting through the knowledge

base. It determines which rules or facts should be applied to solve a

given problem. The inference engine draws conclusions based on the rules

in the data base. It controls program procedures and data manipulation.

The knowledge base in an expert system also has unique character-

istics. Unlike conventional programs, it stores more than just facts;

it also contains heuristic knowledge which replicates the expertise an

expert develops in a specific domain. It is this heuristic knowledge

that allows both humans and machines to make educated guesses to solve

problems. leuristics enable us to break problems down into more

'nanageable pieces. Both the facts and the heuristic knowledge stored in

the knowledge base are generally repretentei in the form of production

rules or IF-TqEN rules--"if the patient has a fever of 108 degrees,

then the patient is probably very sick." An effectively constructed

knowledge base is critical to the performance of an expert system.

U-eful knowledge an expert system might contain is discussed in kvron

Rarr'7 The Handbook of _Xrtificial Intelligence:
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1. Facts about the domain: "The shin bone is connected to
the ankle bone."
2. Hard-and-fast rules or procedures: "Always unplug the set
before you stick a screwdriver into the back."
3. Problem situations and what might be good things to try to
do when you are in them (heuristics): "If it won't start but
you are getting a spark, check the fuel line."
4. Global strategies: differential diagnosis.
5. Ak "theory" of the domain: "A casual explanation of how
an internal combustion engine works."

Barr goes on to say,

Much of the knowledge that characterizes human expertise is
hunchlike, in the sense that it does not constitute definite
consequences of actions or certainty of conclusions. . . . In
particular, inexact reasoning, using hunches or heuristics to
guide and focus what wouli, otherwise be a search of an
impossibly large space has t'esulted in systems with
human-level problem solving abilities. 2

Developing these special knowlelcge bases has been labeled

"knowledge engineering." It is the job of a knowledge engineer to work

with a domain expert to convert his or her knowle.Ige into workable rules

that can be manipulated by the inference engine. Knowledge engineering

has become one of the critical links in developing expert systems. The

procedures they follow vary and are quite time consuming. Aks mentioned

previously, an expert system is only as good as its knowledge base.

Knowledge engineers sometimes spend months developing a workable data

base. It is not unusual to see over six months' research being performed

before even one rule is written. Therefore, it could take years to

develop a complex knowledge base! Another factor that adds to the time

consuming process may be the requirement to have only one expert as a

source for rules. This can preclude conflicting rules being built into

a systen. It is realized, however, that the sum of experience of

several experts may be required for some sybte;,s,.
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The meorV area provides a place for data to be stored shile

posUible conclusions or solutions are being developed. This 'global

-lata base' keep- track of the problem's status--what hat already been

done to solve the problem and what is needed for a particular step in

the problc n.

Search Procedures

The control Strategy deter-nines how the rules within the expert

system are applied. There are a number of says to control the inference

engine's manipulation of the knowledge base. One of the more common

procedures is known as a 'forward chaining' or data driven control

strategy. In this procedure, the knowledge base is scanned to sort out

those rules that are relevant to the problem or question presented.

When a match is found, the rule is sent to the memory area and the

search continues until no more matches can be made or until the

instructions are modified to renew the search. Another search procedure

is to select a desired goal and then scan the rules to find those whose

consequent actions can lead to the desired state. This is known as a

goal-driven or "backward-chaining control strategy." ' 3  More complex

expert systems might use a combination of search procedures. The

control structure might also employ meta-rules, which would either

select relevant rules from an entire set of rules or focus the search in

a specific part of the data base. This helps overcome one of the key

difficulties in expert systems--reducing the search space that must be

considered. 4  These search procedures can be found in virtually all

expert systems now in use.
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The fir-It working expe-t zsystems,- were *iev,-loped in the 93.

Drojectz _,u& P., Stanford Ilnivrrtitv's DENDR\L, chemnical a-nalysis_ -vstem

and the Nlats,>tchusetts Ins_ titute 2Unlg' MYCIN medical diagnosis;

cosutat urovilP' knowl ,Afge ;i-d working tool:. necessary to develop

nther e~pprt steAm-:, wh~oh now number ir tht- hundreds. Des_-pite

advance: in expert tsysto ii tool -level cp)n(snt, it is still a lcngthv

process_ to build an P.Kpert syvstem. Prof<. _sionals involved jr( the

business of buil-tingo these svstt e mi_ provide q number of cautiont. that

prot-pective buyers:-uu hee,~. '",'v praint out, for example. that

specific proble-n to be wvorkc'] ty an . er :vste-n must firt be

identified. If the problem can't be defined in detailed terms,- within a3

narrow domain, it is unlikely that a successful system can be built.

Secondly. thevy ,iarn that it will takeoe rime to i.onstruct an expert

system than you might think. Rule grathcering and knowledge base

construction can be especially time consuming. It is also advisable to

build a de monst ration s-yste-n first (rather than initially trying to

build a full scale -nodel). Several iterations are usually required

before an effective expert system is developed.9 The following list is

a s;am-ple of some of the expert systems now in use:

SYSTEM FUNCTION

kMYCIN -Medical Diagnosis

DENDRRXL Chemical Spectral 'knalysis

PRJSPEcTO0R Geographical Analysis

RI I XCON Computer Systprm Configuration

AIRPLAN Naval kircraft Operations

HIARPY Spp'ceh Ilndpr ;tandirig
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STEAMER Steam Propulsion Plant Operation

ROSIE Expert System Construction

B9TTLE Battlefield Weapons Assignment

This is but part of a list that is growing almost laily. New

systens are being developed in almost every field where an 'intelligent'

consultant would be helpful. For a more complete listing of expert

systems, see William B. Gevarter's An Overview of krtificial

Intelligence and Robotics, Vol 1. One of the areas of Al research and

application that will help make expert systems easier to use is that of

Natural Language.

Natural Language

Computers now perform amazing feats at incredible speeds, but one

feature has improved very little since they were first introduced. It

remains difficult to 'talk' to a computer. They do not speak the same

language that you and I use, ,o we must learn their language. The

burden of understanding between operator and computer has always been on

the human. Communication with it must be very precise, and only in the

programming languages it understands. If I make a mistake, even a

slight one, I will not be understood. Instructions cannot be given in

abstractions or analogies. Sometimes we come to believe that it is

easier just to go ahead and work a problem without a computer. 6 I

researchers are among those developing "user friendly" interfaces to

change all of this.

Natural language research involves areaz as diverse as translation

devices, voice recognition systems, synthetic voice production devices,

and interface systems that will allow operators to speak in their natural
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language. Natural language programs must be flexible and have a dynamic

-nenorv in order for a systet n to understand within a given context. 7 It

is this latter area that is gaining the most attention in university and

comnercial research labs. While everyone realizet, that computers are

becoming an ingrained part uf our social fabric, we also know there i';

continuing resistance or unwillingness to learn a computer language.

Natural Language Interface Systems

Researchers trying to develop computer systemns that can

'understand' natural language discovered that knowledge wai:; the key.

Gevarter points; out that for a computer progran to interpret a

relatively unrestrict'd natural language comm unication, a great :Alc- of

knowledge is required. Knowledge is needed of: (I) sentence structure;

(2) word meaning- (3) word morphology; (4) sender beliefs; (5)

conversation rules: and (6) an extensive shared body of general

knowledge about the world. 8

To date, machines can't interact in a very "natural" manner. To

really speak in a natural language, a system should have a large

vocabulary so that the operator could be understood without having to

speak in a limited lexicon. An obvious reward of developing an

effective natural language interface systemn would be to expand the powers

of computing to larger portions of our society. Commercial firms,

realizing the potential profit, have made this one of the most exploited

Al research areas. Intellect is one such commercial program. It

converts English instructions into machine language and then prints the

instructions in 'natural language' on the monitor so the user knows he

or she is understood. The difficulty in developing a knowledge base for
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converting instructions from one language (natural) to another

(artificial machine iarguage) first hecame apparent during the

ngli:h-Ru~ian lanplage trar.;lation pr, i't: ,-)f the 1 %O .

[ ran -lvv ! P r' jr- ects

Trirt:%Ain 1{uy,;ian text into E.rglish was :)c,,2 cf the first great

i'p;'s fcr artificai intelligence. [hf. i'-fens(- 11epartment's ldvanced

Research Projects gency (DARPA) spent a great 1eal of money to make

this goal a realitv. The eftort va -;'ich a faiure, however, that it

not orlv - Pt hack worl, on Ai tranlqtior projects hut noarly terminated

; l XI v ,,-:. )!' , y bol pr , -,,t- wpre :,arl- .  -i. d the r -flt-" vcre so

patheti c, that it too" close t:, , years for A\I researchers to come out

,)f their labovat "ies again.

The first natural langua-e processing effort . . . attempted
trrislatimn by purelv .,;ntqctic means: di.,ionary lookup of
vorls substitutior, an,, :' ,;rdering of sentence syntax. The

effort Nas widely vie'wed A:" a failure: "The spirit is willing
but the flesh is wea," is said to havP come out as "The vodka
is strong but the meat is rotten" when translated into Russian
and back.9

These early projects pointed out that mechanical translations have

trouble -,ith the fuzzy boundary between syntax and semantics. The

formal structure of words in a sentence do not always explain the

meaning of those words. Natural language processing (NLP) systems must

use both linguistic and domain knowledge to interpret an input. These

NLP sy,,tent, vary in their complexity. Simple ones store facts about a

lilnitel donain and then perfor-n pattern or key word matching. More

tdvanced ,%pteos have enough information about the domain to understand

input:, in terms of cntext and expectations. They might even contain

i'for-nation abut the beliefs and intentions of communicators. Systems
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that go beyond pattern natching require a more extensive language

knowledge to interpret sentences;. This is ,,sually done by "parsing" a

given input into component parts. kI natural language researchers have

worked on the parsing problen by studying the areas of syntax (structure

of phrases and sentence), s;e:nantics (mneanring). and pragmatics (use of

language in context). To date the onlv practical working natural

language systems arc the simple key word or pattern matching systems

employing limited lexicons. 1t

Voice Recognition

Voice recognition systens comprise another area of natural language

research that has received a lot of attention. Progress has been even

slower than in the translation systems. Al researchers tend to use

human capabilities as a model for their systems. Voice recognition

systems follow that trend. But replicating the ability of humans to

hear spoken words and translate them into meaningful messages is one of

the toughest challenges Al workers will face. "Machine recognition of

spoken words has been one of the problems pursued since almost the

beginning of computer science, and the results have been frustratingly

poor." 1 1 The Rome Nir Development Center has worked for over 10 years

to develop an Automatic Speech Recognition (ASR) system. The system is

to be able to remove noise, identify the language being spoken,

recognize important keywords in the conversation, and identify the

speaker. Raj Reddy, an Al natural language researcher, explains the

problem:
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ro understand speech, a human conr,iders not only the specific
information conveyed to the ear, but also the context in which
thc information is being discussed. For this reason, people
,_!an under.tand spoken language even when the speech signal is
cr 'riptcd bv noi,;e.... It is difficult to develop computer
programs that are sufficiently sophisticated to understand
continuous speech by a rando-n speaker. Only when programmers

i,nplifv the pruble n--by isolating words, limiting the
v_ ,-h'rv or nunber of speakers, or constraining the way in
W ivch -,entences m-nay be forned--is speech recognition by

.puter pssible. 1 2

Sp:cch rk:earch is conducted in syste ns having various degrees of

,hitication. Som -vstens can identify only a fe.v isolated words

IhWCfl bv a specific person. O)ther systems are 'speaker independent,'

a1nd 'r %. ,t Ttlc to rec,,,mize continuous speech. Obviously, the mo,,

x\V : vte -:- rc::ent a efhallenge of enormous proportions. "The

at}ibty t'> re ni unres;tricted vocabularies of continuous speech fro n

arv speaker--remains distant and certainly will not be realized until

artificial intelligence progrese.:, far beyond its current stage." 1 3

N\ reiate;I areq of research i. that of synthetic voice production or

-i)ccohl synthesis. While it is an area of limited Al research to date,

it may play an important part in 'talking' expert systems. Some

applications of :peech synthesis have already been introduced into

automobile warning systems. Similar warning devices are being built

into nilitary systems. Computers could be given the power to provide

v()ca' instructions, and electronic mail could be read to the receiver.

Now limited, talking systems seem destined to appear throughout industry

and the honr.

Voicc recognition applications offer )nc of the most rewarding

nat'iral language areas. Speech is our most natural say of communicat-

ing; but as, has; been pointed out, it is probably going to be the

toughe;t challenge -l faces.
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V is io n ytm

Previously called 'scene analysi;;_,' computer vision it; an area of

pattern recognition which is concerned with giving the computer the

ability to pei'ceive visual input data. Trhe goal is t o recorri/c( and

under -Aand the conte ntzso a soene truhalyiofivnimages in

mnuch the s ame w~ay that a human understands what is seen. In particular,

rc ~achrsin roboitics- vis;ion s-eek to develop a visual -.Pnts,or

technolorfy for "indus trial robots and humgan-like mranjluator . f,_r

operation in an unpredictablet environme(nt. ml4

Computer -vision is1 still in. the early .-tarrp; of' develooment. Hunman

so,,nsorv capabilities provide the model to be e-ilated as they7 1o in

other kl projects. Computer vision involve. nany dijffPrent process-es

,vhich initegrate dif ferent kinds of' inf or .ation. The I!Thndbook -of

4Lrtificial Intelligfee divides computer vision into Signal processing.

classification, and image urierLtanding. %3fore analysis- can be mnade,

an imnage 'nu,-t be described for a sensory input. The first s-tage ruf the

general analysis process; involvens feature cxtraction. B3ased or. visual

dIata, the main features, of' an image are marked or 'ezxtracted.' The

seconid stage involves seg-rmentation. The third stage is; property

rneas;ire-nent. Measurable properties (e.g., range. area, texture) of

these inage Isegmerits are used to obtain a better description. Finally,

stored -models,_ (general descriptions of predefined objects) are compared-

.vith des1criptions inferr d from current processing. Matching results in

an identification with the appropriate properties being assnciated with

the original irnage. 1 5
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Comput2r vision applications are found in medicine, re-note sensing,

and industry. Reading textual data is an old application of vision

which involves character recognition. Handwritten text is obviously

more difticult to 'read' than machine generated text. Bar codes,

printed on almost all commercial packaging, are an example of a

character recognition systemn. The cash register 'reads' the code to

determine a price. Computer vision is applied in tissue analysis to

perform cancer or blood cell counting. The earth's natural resources

can be monitored using image, provided from renote airborne sensors.

kpplications in industry include robotic vision for locating and

removing defective products. Considerations in designing a robotic

v _'ion sysJte-n include cost, real-time operation, reliability, and

f'f xibility. 16

While computer vision research has; progress;ed considerably in 25

years. several problems persist. Successful applications to date

involve iinage:1 with simple Iomains that are primarily two-dimensional.

Three-1imensional images are more complex to analyze and process.

Recognizir-g non-overlapping parts on a conveyor belt under good

lighting, for example, is already being accomplished. Recognizing

overlapping parts in a shadowy bin poses. very difficult problen. A

two-dimen ional image of a three-dimensional object does not provide

enough information. Secondly, the influence of ambient factors on

scnsor perception is unknnwn. -nother problen is that the vision

process i. not well undcrstood. 'low human vision is actually

accomplis;hed is unknown. The problem is that of trying to give the

or-nputr the same holistic ;ense of its surroundings that humans with
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nornal vision perceive. \n Ml vision researcher stated: "The

development of a general-purpose computer vision syste-n that can

approach the abilities of the hum.an eye and brain is refnote at present,

despite recent progres;s in understanding the nature of vision ....

Clearly the general problem of recognizing objects in a ,cene and

describirig their" relations in three li,nensiorz; is far fron :olved.

Existing syvstem.n, can deal only vith retricted typet, of scenes and they

operate Io xvy. " 1 7  Researchers at the Ar nv's Topographic and

Engineering Laboratory have been working since the 1960s on a system

that could extract infornation fro n aerial photography using pattern

rec)j;,ition. Ordyv limited progrc, ha,- been nade. DARPA hp.s also

contracted with various universities to investigate methods and

techniques to develop automated machine capabilities. '3evarter notes

that "the amount of activity and the many researchers in the computer

vision field sugepst that within the next 5 to 10 years, we should see

)fqle s;tartling advances in practical computer vision, though the

availability of practical general vision systcns still remains a long

way off .. ."18 Computer vision developments are especially important

when combined with advances in robotics.

Rqobotics

Advanced automated military systems will depend on progress in the

field of Robotics. Systems that can operate virtually independently

have tre nendous potential in the military, as well as in the industrial

sector.

The coupling of autonatic production machinery . . is a
primary motivation for increased use of sophisticated,
progrinmable robots. N robot that can sense its surroundings,
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,nodify its actions, carry out specified tasks and be given
task- on short notice in languages natural for the task is
exhibiting rudimentary intelligent behavior. Ultimately, it
is this exhibition of intelligent behavior that will
distinguish robots from increasingly sophisticated
conventional machinery., l

Robotics have already been used to explore the surface of other planets,

and are presently u-sed in a number of manufacturing areas. Mobile

Robots of Woburn, Matsachusetts, for example, has developed robots for

prison application. Using ultrasonic and infrared sensors, robots will

be ued as guards to detect human odor and participate in riot

contrul. 2 9  To improve industrial robots, researchers are working to

combine imnrovCd roboticS with improved computer vision systens. The

result should provide systens that can 'see' what they are doing and

re-,pond morc 'intelligently.' Military planners envision using such

systems as auto nated reconnaissance vehicles or automated aircraft.

Before such systens can be successfully deployed, a great deal of addi-

tional research in both robotics and computer vision will be necessary.

Development Problens

Artificial intelligence research promises great things for the

fature, but it still facet, a number of significant proble-ns. Some of

the technological lifficultiet,, such as in speech recognition and

effective vistial itno. have qlready been noted. These technical

prohlon,, arc discussed in greater detail in the many AI publications now

available. ')ther diff-culties range from misinformation to overzealous

clai ns.

k1though -\I has been researched for alnost three decades, the

n,'lhcr '-)f XI expertL re,nains relatively small. There are, for example,
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few knowledge engineers available to convert 'expert knowledge' into

quality data bases for expert systems. While new Al development tools

are becoming available, a lot of knowledge engineering is still done by

hand. This is likely to continue to be so into the foreseeable

future. 21  There is a shortage of A[ researchers in general, which is

being exacerbated by the rush of qualified personnel into commercial

ventures. Difficulties in transporting software programs fron facility

to facility is another major problem Al researchers face because of

hardware differences.

Artificial intelligence programs are written in a special language

developed specifically for manipulating symbols rather than numeric

values. This language, called LISP for list processing, was developed

by John McCarthy in 1957. It has become the standard programming

language for most Xl researchers, though the Japanese and sone Europeans

use another Al language called PROLOG. LISP allows A[ syste.ns to be

developed in a more flexible format than conventional programming

languages. It is this programming language difference that could pose

problems for kI application. First of all, programs written in LISP may

not be portable from one computer system to another. Secondly, military

computer programs are written in a rigidly formatted language (such as

COBOL). Complicating the picture even more may be the fact that the

Department of Defense (DOD) has adopted Ada (another structured

language) as the official program language for embedded computer systems

(missile guidance, for example). If kI systems are to be generally

accepted for military application, computer hardware and software

compatibility problems will have to be resolved.
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Following the translation failures of the 1950s, AI advocates

became more cautious in their claims for the future. For a period of

almost 15 years, AT endeavors wenL virtually unnoticed. In the late

1970s, this all began to change. Technological improvements, such as

VLSI chips. had given ALI researche-, so:np of the tools they needed to

he'rin making progre-; once mor'e. and society in general was experiencing

a computer revolution. By 1983, NI had become a hot area for venture

oapital once morc. Tl-- turn-around in Al's fortunes had mixed results.

Many NI researchers; feel that "public expectations for AI have gotten

dangero)Iv cverheated. with the concomitant risk of disppointment and

bAcklah . . e hoopla iia- left researchers bemused and concerned

. the pronises s.eem to he outracing the reality. ' ' 2 2 Companies are

ruthing to cash in on Al's new-found popularity. Business Week reported

that

with nearly 40 small companies vying for a place in the Al
market, competition is intense. Anr some companies have
already gotten into trouble in their rush to bring projects to
the market . . . experts fear an "overselling" of technology

. . Without question, some of the AL products now entering
the market are not derived from Al technology at all. Some
companies openly admit that they have simply relabeled
existing software to cash in on the Al boom. 2 3

The point of all this is that we must be aware not only of the

major technical problems that must be solved before effective AI systems

can be deployed, but the misinformation we may hear as well. Despite

these various difficulties, Al does appear to offer tremendous potential

for military applications in the future. In the next chapter, we will

look at where kI research is headed and how this technology might be

used successfully.
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CH'APTER 3

FUTURE PROSPECTS

Overview

Computer technology has developed at an incredible pace. and the

world is transitioning into a society that literally livet on

infor-nation. In the past, power has been measured by such elenent.-: as

territory controlled, annual production output, and so forth. N new

bas ic elenent of power may have to be added to the list. In the future,

nations that control infor-nation or knowledge may posess a major -:durce

of influence in international affairs. The !vwtcnt which ,nay mak- s.,uch

control possible are to be the products of the so-called fifth

generation of computer technology. These new systens will represent a

distinct break with conventional von Neumann type computers. Parallel

or concurrent architecture will allow machines to conduct a nultitude of

operations at the same time. %dvanced software designs, VLSI, and

artificial intelligence technologies will give fifth generation

computers expansive capabilities.

One of the primary requirements of an effective XI system is rapid

access to a vast memory capability. New microelectronic developments in

areas such as VLSI chips are providing that key ingredient. Another

factor that will contribute to M's probable expanding role in future

technologies is its improving record of performance. Hundreds of expert

or knowledge base systems are being developed. Artificial intelligence

technology is now commercially profitable. 4 compelling factor (and

perhaps the most vital) that dictates investigation and support of
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fuiture NI research and application is the edge it may provide in coping

with the future. Robert E. Kahn of the Defense Advanced Research

Proiect Agency (DARPA) summarized the importance of the next generation

of computerL-.

We are now at a stage where the confluence of these two
di :ciplines- -- microelectronics and artificial intelligence--may
indeed produce new generations of computers that are both fast
and smart. . . The nation that dominates this information-
processing field will possess the keys to world leadership in
tie twenty-first century. . . . Better planning coupled with
effective execution of plans can be decisive in maintaining
national security.1

Leading computer scientist and Al pioneer Edward Fiegenbaum

s.upports this position: "The world is entering a new period. The

wealth of nations, which depend upon land, labor, and capital during

agricultural, and industrial phases--depend upon natural resources, the

accumulation of money, and even upon weaponry--will come in the future

to depend upon information, knowledge. and intelligence." 2 Information

in the future will become a commodity in and of itself, and the nation

that fails to prepare for this transformation may be doomed to a second

class statu. . New fifth generation computing machines, featuring

artificial intelligence will give man the ability to amplify his

'knowledge' power.

Conventional computers featured von Neumann's serial or step by

step proceL ing of programs, but fifth generation computers will be

built differently. Nev programming languages and the capability to

handle symbols as well as numbers will be developed. Machines will be

deigned to manipulate data 'intelligently' rather than performing mere

data proce1s-ing. 3  Nrtificial intelligence will provide the cornerstone

for huilding these new syste:ns. Robert 7,ahn described how these systens
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might look: "The nev generation of machines will consist of collections

of these (MI) systems integrated into a whole. If a system needs vision,

it can be added. Speech input can also be incorporated. .,4

Fifth generation computers are expected to play an increasingly

important role in the management of industrial and military resources.

The ohvious advantage- and benefits to be gained from Al technologies

caused a nuriber of countries to :hake Al the centerpiece of new computer

development programs.

Fifth Generation Projects

During the early 1990s, a numnber of countries came to realize the

potential of evolving computer technology. Japan, the United States,

Great Britain, the European Common Market, and the Soviet Union all

embarked on massive new computer projects to ensure that they weren't

left behind in a computer revolution. Goals of the individual nations,

as we shall see, differ slightly, but their overall objectives and

approaches are similar. Japan, many observers believe, was responsible

for this new emphasis in computer research. They shocked the world

when they announced their plans for the future at the International

Conference'of Fifth-Generation Computer Systems held in Tokyo in October

of 1931.

Japan's Fifth Generation Computer Project

Japan's industrial power was built on its ability to successfully

apply western technology to Japanese industrial programs. Video

recording technology, for example, was first developed in the United

States; but virtually all video recorders now sold are produced in
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Japan. Their Succes, in surpassing America in auto production is also

vell documented. The Japanese believe that the computer industry holds

the key to continued economic success. Japan made it clear at the 1931

International Conference that it would no longer be satisfied with just

ievloping other nations' technologies. They set forth a national goal

,.)f becoming number one in the computer industry. 5 Fiegenbaum attended

the conference and was immediately struck by the significance of their

plan.

They aim not only to dominate traditional forms of the
conputer industry but to establish a "knowledge industry" in
which knowledge itself will be a salable commodity like food
and oil. The (Japanese) plan documents a carefully staged
ten-year research and development program on Knowledge
Information and Processing Systemns . . . the Japanese
understand that if they succeed in this visionary project,
they will acquire leverage over all kinds of industries, at
home and abroad. The Fifth Generation (plan) is an exquisite
piece of economic strategy. 6

The Japanese Fifth Generation Plan is designed not only to give

them a worldwide edge in computer technology, but to help with a number

of domes-tic goals as well. They expect to provide better social

service,' such as improved (and more personal) health care by using

expert yvsteni as consultants. Manufacturing industries will gain

through the more 'intelligent' use of scarce energy resources. Fifth

generation technology is also expected to improve agriculture output by

providing more accurate weather forecasts and an improved distribution

ys-ten. To achieve these goals, Japan broke with traditional economic

patterns--it formed a consortium of eight manufacturers.
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The Institute for New Generation Computer Technology (ICOTf was

launched in 1982. The eight companies participating in the project

provided both the capital and the personnel necessary for the venture.

It is interesting to note that, except for a few research leaders, the

men chosen for the project are all under age 35. ICOT'' director,

Kazuhiro Fuchi believes that only young men demonstrate the required

zeal and innovative thinking required of this unique project. 7  The

center's ten-year plan involves three z;tages: (1) reviewing and

evaluating current research on knowledge processing; (2) establishing

subsystems for hardware and software; and (3) integrating software and

hardware subsystems to create the first fifth generation computers.

Japanese researchers, unlike their US counterparts, chose PROLOG

(Programming in Logic) as their language for k1 research (rather than

LISP). PROLOG facilitates processing knowledge in parallel at well as

in sequence, and it computes very rapidly. 8 The Japanese are aware that

US LISP systens will not be compatible with their more advanced

machines. The significance of Japan's Fifth Generation Plan sent

reverberations around the world. After a few false starts, other

nations began responding to the challenge.

US Fifth Generation Projects

The United States enjoys a lead in computer technology as a result

of research conducted over the years by universities, corporations, and

the Departm,-nt of Defense. In his book The Fifth Generation, Edward

Fiegenbaum warned that if the United States did not respond to the

Japanese challenge its precious technological lead would rapidly melt.

away. "Our business as usual attitude, our near-term R&D planning
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l-orizons, our fratricidal competitive zeal and paranoia over proprietary

rights, and our planning vacuum at the national level are causing us to

(q iander our valuable lead (in computer technology) at the rate of one

day per dav."9

It w r .t until the significarce of the Japanese Fifth Generation

Plat was finally grasped that coordinated US research efforts began to

energe. Another factor contributing to this new willingness to

cooperate in joint ventuires was the rising cost of conducting research.

Uinited States efforts can be generally divided into governmental

prograin2 and comnmercial enterprises.

Government Projects

DARPA's Strategic Computing program is the most significant US

government response to the Japanese initiative. It would be incorrect

to imply that D)ARPA was not heavily involved in computer research and

developments long before the Japanese announced their plans; but

partially because of Japan's initiative, DARPA has scheduled $1 billion

in new studies over the next decade. Significant sums will be invested

in research efforts involving artificial intelligence, software

improvenents, and computer architecture. It is hoped that a new

generation of 'intelligent' computers will be available for various

military applications. DARPA believes that these projects will not only

improve military systems but will help strengthen the US industrial base

as- well. 1 0  DARPA outlined its plans for artificial intelligence as

follows:

In artificial intelligence applications, software will be
developed in six generic areas that hold the key to military
applications: speech, vision, natural language, very large
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knowledge bases, graphics, and i vigation. . The goal is
to develop real-time processing systems that can cope with the
enormous computational requirements needed for exploiting
these technology areas. 1 1

Universities remain a primary source for ba', - .. ch work on

artificial intelligence. Their research centers are receivirg aid fro,,

a number of 'cooperatives.' The Semiconductor Resep- ., Cooperative, for

example, is helping to solicit funds to offset the tremendous expense of

performing basic semiconductor research. The Microelectronics Center of

North Carolina directs funds into five different universities. Almost

every major electronic firm engaged in artificial intelligence research

has a working arrangement 'with one or more universities. This enables

both organizations to reduce personnel costs and to provide for the

joint use of expensive equipment. This industry-university cooperative

effort is not just occurring at major universities. "Today more and

more schools are integrating industry research with teaching to give

students a more practical learning experience . . universities are

taking the lead in establishing industrial parks to foster joint

university-corporate research.,,12

Artificial intelligence research is also being accelerated by a

number of other government agencies. The Army is conducting Al research

at both its Signals Warfare Laboratory at Vint Hill Farms Station,

Virginia, as well as at its Engineering Topographic Laboratories at

Fort Belvoir, Virginia. The Navy is working on AI decision aids and

robotics at its Office of Naval Research Laboratories in Arlington,

Virginia. The Rlome Air Development Center has been performing Al

research for the Air Force for over two decades. A new center for NI
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.tudies is being established at the Air Force Institute for Technology

(AFIT). In addition to these and other government centers for Al

Se. ach, geveral commercial firmst are entering the NI development

arcnia.

Commercial kI Drojects

AlLtin. Texas. edged out more tha , 50 other cities to become the

new home of the Microelectronics and Computer Technology Corporation

(MC.C). [he enthusiastic campaign that enabled Austin to bring this

hi! h - tc:,h rology future to Texas included pledges of monetary support to

hnjild f:iiities and improve local university programs in computer

yl..fec' Retired Admiral Boo R. Inman, former deputy director of the

Central Intelligence Agency, was selected to become the new firm's

chairman. fie unequivocally states that MCC is a direct response to the

J!apanese Fifth Generation program. MCC is unique in the American

bui e:" s world for it brings together 19 lifferent companies whose

,nor-i:l mode of operation is good, old-fashioned competition. In this

venture, each conpany will be a cooperative shareholder in one or more of

MCC'!s fouir research and development programs. Nn MCC promotional

brochure cxplains the operational concept:

The concept was to join together talent and dollars to conduct
pro -competitive, long-range research aimed at achieving
ignificant advance- in microelectronics and computer

technology. Each company would then use the technology to
develop its own products, and compete with those products in
the marketplace. This concept of sharing advanced research
has long been alien to American industry. As the technology
dependent industry matures, however, the high cost- and risks
ass, ociated with basic R&l) on advanced technologies have made a
coiprehensive research program by a single organization
virtually imposs.ible.13
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\4CC divided its ambitious project into four major programs designed

to result in 'significant progres,--' in 5 to tO years. Programs include

packaging (improving s emiconductor packaging and interconnect

technology), software technology (improving the software deve!opment

proceeds), VLSI/computer-aided design (CAD) (improving technology), and

Advanced Computer Architecture (the most ambitious of the proposed

programs). Artificial intelligence relates to reearch in all the

areas, but it is a specific project of the advanced architecture

program. MCC hopes to improve the computer's problem-solving

capabilities by developing better wavs to represent human knowledge and

apply human expertise to variouts problems. The directors. of MCC realize

that they must overcome a number of challenge., and not all of them arc

technical, before their programs become a reality. There are, for

example, proprietary difficulties. Since not all of the participating

companies are shareholders in all of the four major prograins, transfer

of technological advancements from one area to another nay be difficult.

Despite such difficulties. 'M1CC represents corporate Nmerica's primary

effort to preserve its lead in computer technology. And it is not just

the Japanese that concern MCC now; other countries are also developing

high technology computer research program:.

Great Britain

The 3ritish team of government officials and academicians that

attended the 1991 International Conference in Tokyo came home convinced

that the Japanese Fifth Generation Plan could not go unchallenged.

Rritain responded with its own five-year plan designed to improve

re.seearch in four areas: very large scale integration (VLSI), software
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engineering, intelligent knowledge-based systems, and man-machine

interfaces. The program's expected cost of over $500 million will be

raised from both public and private sources. Members of the British

computer industry are convinced that this cooperative program is

necessary to improve their position in the world information-technology

market. 1 4 While developing their own national program, the British are

also supporting Common Market attempts to improve Europe's competitive-

nes with the Japanese and the Americans.

Common Market Project

European companies hoping to improve their high tech profit share

launched the European Strategic Programme on Research in Information

Technology (Esprit). This joint plan calls for over 2,000 researchers

to work in five primary areas over the next five years: advanced

microelectronics, software technology, advanced information processing,

office automation, and computer-integrated flexible manufacturing. The

directors of this project realize that if they are not successful,

Europeans may have to abandon the lucrative high technology market.

Esprit's me-nbers believe that the information processing industry will

be an especially strong growth area. They will therefore be

-oncentrating most of their funds and efforts to make more user-friendly

knowledge-processing systens. 1 5

Soviet Fifth Generation Project

Common Market countries will find more than Western competition

facing them in the future. The Soviet Union and its allies have also

entered the fifth generation race. The Soviets, in cooperation with
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six Eastern European partners, have launched a five-year computing plan.

The Moscow Academy of Sciences will coordinate the project, supported by

over $100 nillion in state funds. The Soviets claim that the program is

to be a civilian initiative and that they seek cooperation and help from

other nations. One Soviet spokesman stated in an Izvestiva article that

"developing the next generation of computers was of paramount inter-

national importance--closc to another space or mnissile race." The

Soviet program is to cover five strategic areas: design and manufacture

of VLSI microprocessors, development of parallel and multiprocessor

architectures, design of operating systerns to better support logic

programming, creation of problem-solving software, and development of

expert systems and user-responsive applications. 16 Kremlinologist

opinions vary on how successful the Soviets might be in this project.

Some argue that their innovative ability in the high tech area is too

limited and that the $100 -nillion effort is too modest. Others argue

that the Soviets are already producing high quality random access

memnorv (RAM) chips. The US embargo on electronic technology, the

Soviets claim, will not slow their ;)rogress. Soviet leaders state that

just as they overcame the more complex problems of building long-range

missiles so shall they overcome this latest technological challenge.

Potential Applications for AT Technology

For one time, hoped-for NI miracles have always been just over the

horizon. No great technological breakthrough has occurred yet, but

substantive progress is moving practical AT systems onto this side of

the hill. Expectations for fifth generation AT systems abound in both
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civilian and military sectors. Fiegenbaum describes the potential

i-npact of XI svste-ns:

. . . the fifth generation (of computers) can improve and
ttreamline medical and related information processing systems
for health management, help develop systens for enabling the
physically handicapped to become active, contribute computer-
aided instruction systems for the lifetime education of the
a-fed, and develop distributed processing systems for enabling
people to work at home . decision support systems will
provide high-level information for increasing the effective-
ness and reducing the time and co-sts required for making
decisions . . With these achievements, activities in all
facets of society will be affected and within a margin of
safety, more advanced, humane behavior will be possible. 1 7

The home personal computer boom is expected to continue. Many

experts believe that this trend, in conjunction with 41 developments,

will put 'expert consultants,' such as legal and financial advisors, in

the home. NI natural language system.s are expected to make computers

easy to use by the masses. 0 eople will be able to give simple verbal

instructions to their Computer. NI machines will become even 'smarter'

as they attain the ability to 'learn' on their own from various sources.

Military planner. hope that 41 machines and technology will help

them cope with the infor;n-tional deluge that is swamping decision

makers. X! systemn are needed that can support command and control

functions, sort through and evaluate reans of data, and suggett poEsible

action_-. XI technology will be put to work on such difficult problemsn

as command and control, dfata fusion, intelligence analysis, and various

roboti.:s applications. N Business Week article stated: "The military,

too, is hoping that U1 will eventually plan an important role in the

future. - 19l :study by the Defense Science Board ranked Al in the top

10 technologieS for the 19 8 0t. . . . Eventually military planners
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xpect :nachine, to Ee,-ve a e tual partners with humants in decicion-

naking. "18

Projects Euch a, these may soun' farfetched to pragmatists. They

,vant to tsee hatl evidence that M1 technologv isn't just a pipe drea:n

still year- a~vav fro n application. ks previouslv mentioned, 1)4RPA and a

number of commercial firms are investing sizeable chunks of money, time,

and personnel to prove that 41 technologies can be put to use in the

near term. The following sections provide examples of Al systems, both

military and civilian, that are under development.

Military Applications

Expert systens represent the most -nature area of MX research. A

number of institutions are now working to apply that experience to

military support systems.

TRW, as part of its AirLand Battle 2000 study, is revieming the

pos sible uses of AI technology. Intelligent machines would collect data

from a number of sensors and then help formulate -nilitary responses.

"Such a system would operate on an Al data base that would rapidly draw

out and prioritize relevant intelligent data collected from several

sources."19

Stanford Research Institute's (SRI) Artificial Intelligence Center

is applying Al techniques to the problem of integrating information from

various sources to help evaluate and understand developing threat

situations. The goal of their work is to compile air defense order of

battle, determine the identity of threats, locate the threats, and

determine the status of the threat. 2 0
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The goal of researchers working on natural language systens is to put

the burden of learning on the computer. Natural language input/output

systemns can improve the man-machine interface. Rome ir ')evelopment

Center (RALDC) is- probably the leading reecarch center for automatic

speech recognition (ASR). RADC is working on systens that cRn

understand and respond to verbal communicatiorns. The advantages of

being able to 'talk' to a suppirt system rather than punching button.-. is

obvious. It could free a busy pilot, for excanple, to pz, 'form other

cockpit functions. XSR project directors feel confident that this

technology is a near term reality. RADC developed an ASR sywtem for

cartographers at the Defense Mapping A gency. Previously, data about

geographic features had to be entered in a slow manual proce-s that

diverted attention fro-n the maps being worked on. Now. information is

given verbally to a computer that 'understands' a limited vocabulary.

ALnd RADC has been working for over a decade to develop an ASR systen

that can listen to a radio broadcast, re-hove the noise, identify the

language spoken, understand keywords, and identify the speaker. 2 1

The Navy is developing a systen which will aid maintenance

personnel in diagnosing avionic equipment. Operators will be able to

make verbal queries about maintenance procedures and receive spoken

responses. This Aircraft Speech Interviewer will allow operators to

focus their attention on repairing equipment rather than flipping

through manuals. The Naval Postgraduate School is attempting to use -XSR

to interact with the Advanced Research Project Agency Network by voice

command rather than with traditional 'keyboard' languages.
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The Office of Naval Research is doing research work on applying

robotics to various Naval requirements. Research activity in the future

will center on new robotics software featuring Al technology.

Application-, will include robotic systens that can perform underwater

assembly and maintenance mine sweeping, search and recovery, and

scientific i sions. 22

These are but a fev of the Al projects presently envisioned by

military planners. If the DARPA strategic computing program is

successful, a "whole new generation of computers with capabilities

including vision, comprehension of speech, and reasoning" will be

created.
2 3

Civilian Applications

Commercial application of Al technologies is already well underway.

Hundred,- of expert systens are now on the market. Business Week stated

that "optimistic analysts are predicting that kI will become a

multibillion dollar annual business well within a decade." 2 4  Al is

being used to automate industry and offices. It is providing advice on

health care and where to drill the next oil well. Civilian application

of I in the near tern will be primarily in the areas of expert systems

and natural language. The following examples should underscore the fact

that k.I systens are a proven technology.

OPGEN is a knowledge-based system used by Hazeltine Corporation to

plan the sequence of procedures to follow in the assembly of printed

circuit boards. It produces, in 90 seconds, operational instructions

that it takes industrial engineers 20 hours to produce.
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The French oil company Elf Aquitaine will soon begin using an

expert system, DRILLING kOVISOR, to help them avoid accidents that might

occur during drilling operations.

General Electric Nill soon be using expert systens to help maintain

the locomotives they build. This troubleshooting system incorporates

the 'expert knowledge' of GSE's top locomotive field service engineer.

It will walk an engineer, even a novice one, through required repair

procedures using drawvings and 'how to' instructional demonstrations.i 5

Intelligenetics' T(Ev and Xerox's LOOPS cre new LISP software

'tools' designed to help others build expert s ystems. A\nd Teknowledgf.

has introduced M.I as an AT development tool to be operated or. an 19M

PC. It is designed to allow novices to create knowledge-based s ystems.

CLOUT is a natural language interface that allows users to converse

ir. their native language. The systen combines the capabilities of

natural language technologies with that of an expert system's

heuristics. Users ;Vill be able to generate complex report:: with just a

few quiestions posed in plain English. 2 6

The University of Texas is experimenting with ISkAC, a natural

language-understanding computer program capable of comprehending

connected discourse at 5,000 words per minute. The program is designed

to help codify the rules that humans use to solve problens. "Isaac

provides both a model of the processes hu'ian subjects use to solve the

(physics) problens and a theory of how physical representations enter

into these processe;. ' 2 7

Infotym is introducing a new decision support system, REVEAL, which

will allow users to build models with English-like statements. The
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s;ystem will incorporate expert syste-n technology to improve and simplify

the use of decision support systems.

Transformational Ques tion-Xns wering (TQA) System is an experimental

s vsten which is an outgrowth of early work in machine language

translation projects at IBM. "TQA is focused on techniques for querying

relational data bases in English, in particular, IBM's SQL (Structured

"Query Language) relational data base system. TQA translates English-

language questions into a for-al data base language, allowing users to

interact with computer, without being required to use a programming

language. ,,28

Artificial intelligence technology is here, and it is going to play

an important part in reshaping our tschnological society. Super com-

paters of the fifth generation will be used for forecasting the weather,

designing aircraft and automobiles, exploring for ninerals, and improving

the htealth and welfare of individuals. k Newsweek cover story stated:

* * . current supercoinputers are only at the threshold of what
computer designers think can be achieved; the next generation
of advanced supercomputers will make today's machines look
like handhel- calculators. . ... The great danger for the
loser-; in the race (to build fifth generation supercomputers)--
and the opportunity for the winner--is that whoever builds the
next generation of computers will have a huge technological
and commercial advantage: these computers will be used for
computer and microelectronics design--to build even smarter
and more powerful machines. 2 9

Summary and Conclusions

When new technologies come along, there is always a tendency to

either overrate or underrate their potential. Long-range bombers, for

exanple, were going to make it po;ssible to win wars without fighting

maior land battles. Computer, were going to free mankind fron the

drudgery of processing information. Fifth generation computers, using
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Ml teuhtniques. -ire being promioted as the new soltution to many of

society's problems. AT syste-ns should, if developed properly, prove to

he va'Ille tcfO. ii!tooL. It mnus-t be realizedl, huwevc. u . triat AT

is: nercflv arotn !r~i -soulving technology. P nobleiins that cannot be

cleairlv defire~i and or idientified us-ing conventional mnethods1" are riot

goir tn he ma :gically -otved using MXI. Artificial intelligerce provi 1et.

an. -alternate- r -,,pplc ncrtarv mearzs to work co-i.1icated taks. I t is

niot -10ir.i !,o I-(-,)lace or! Jo away .vith exi stent c2:ompijt--r, suppret :vs

That T_ why c(j-y ) onj m .tr ~cetssview Nl aL an evolutio'.arv exte.-

Liori. -f pr1rt-jr apab)i[iecs rather than a,, a rcvolutionary

tcchnologv.

What Ie ill of this- porte nd Ak nun E r o)f points t'hoiild bec

kc-)rsidcrted. Virz-t, Ni is. not a chineri,_a1 ,Irtcam to be cpandby

11ing, smnoke aInd mnirrors-. It is in fact a sound technology built or.

nearlyv 30 yeatr-, -J mtensivc research. But beuause Al involies building

'thiinkina' mnachires,, it is both misunderstoo d and misrirprcce-(ntcd. AlI

sys tems_ capable of performing the science fiction feat?: of a HNM 'frum

MID01 or a 'V')PRI (War "James) may never be constructed. Sys-tems- that can

fanction 'intelligently' as consultants or advisors will, howevoer,

,)cc(,e commonplace in the next decade. That brings us; to the next point.

The military mnust riot ignore the trenendous potential offered by AT

scippo.-rted syt n.(overnm-ernt agencies such as DARPA, and RXCfully

grasp Xl'ssigificance and are pursuing its development. For MI tco be

wvidely acce-pted (and implenented), however, s;enior military leqder,,. will

need to learn more about it. They need to know enourrh about kI to

se.parate, fact froii fiction. Only by becoming mor(e_ familiar with this



technology can commanders effectively apply AI to their own organiza-

tional requirements.

Those presently working in AI research and development will tell

you that Ml is not something you can buy off the shelf like paperclipc.

Before any organization invests time and money in Al technology, the

following should be considered.

e Learn about NI through a literature review. k list of

recommended documents is at attachment 1.

" Establish an Al steering group or focal point that can work with

other organizations.

" Visit governmental and private ALI research centers.

" Review organizational needs to select candidate areas for Al

application. The organization's AT steering group should

c',rersee this operation.

" Select a likely demonstration project to work on a real, CLEARLY

DEFINED problen. Remember that it may take months or years to

develop a rule-based expert system.

Throughout this process, organizations should closely monitor the

progress of other kI research endeavors. Computer scientists frequently

remind us that real progress in Al is going to depend upon a cooperative

effort by all of those working in the field.

When this project began, I was admittedly skeptical about the

potential of artificial intelligence. Too many times in the past,

computer systems have failed to perform as advertised. Even the

Japanese are beginning to hedge their bets on their Fifth Generation
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project. At the Second International Conference on Fifth Generation

Computers, the Japanese revealed that they were modifying goals and

pushing target dates into the future. Some Japanese ICOT firms,

believing the Fifth Generation Plan unrealistic, are quietly pursuing

Al projects on their own. kmerican and Britisa conferees thought

perhaps the Japanese had tried to do too much too soon. 3 0 The key to

applying Al technology effectively is to establish realistic goals based

on understanding what it can and can't do; what it is and what it is

not. Hopefully, this handbook has provided a helpful beginning.
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